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Disclaimer.

No one knows Google's algorithms.

Patents are not an indication that something is currently in use.
I'm not aiming to offend anyone with this presentation.
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My Hypothesis

Just my educated opinion...

MyCool King o
@iPullRank

Thinking in terms of hacking, | wonder if
Google's algos have always been more
elegant than we thought and we've just been
using links as the equivalent of brute force
password cracking.

There have probably always been better
"exploits" we've just always overindexed on
links.

11:21 AM - 31 Jul 2018

6 Retweets 41 Likes ﬁ g E & e 6 e .?’ 9
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Our Correlation Studies
Showcase Our Bias, Not
Google's

| believe that because we are biased by
the impact of links, we focus heavily on
link acquisition. As a result our
correlation studies reflect that.

Link Analysis Correlations

Page Authority
# of unique IPs linking to the URL

# of C blocks linking to the URL

oot domains with any pages linking to the
URL

subdomains with any pages linking to the
URL

# of external links to the URL, including
nofollowed links

# of external equity links to the URL

?root domains with at least one link to the
subdomain of the URL

subdom;

ains with any pages linking to the
subdomain of the URL

The fraction of the URL's MozRank derived
solely from external links

# of links (equity or nonequity. internal or
external) to the URL

quity links (internal or external) to the URL

The MozRank of the URL

The MozTrust of the URL

# of links to the URL in FWE

# of links to the URL in JDL
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Values

Text Analysis Correlations



PageRank

PageRank certainly changed the game.
However, at its simplest, it is largely just
about link volume.
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Google Cares About Content
Relevance and Parity

In addition to the volume of links, the
source and target content relevance is
examined.

Using text surrounding hypertext links when indexing and generating page summaries

Abstract

Web quotes are gathered from web pages that link to a web page of
interest. The web quote may include text from the paragraphs that
contain the hypertext links to the page of interest as well as text from
other portions of the linked web page, such as text from a nearby
header. The obtained web quotes may be ranked based on quality or
relevance and may then be incorporated into a search engine's
document index or into summary information returned to users in
response to a search query.

Images (6)

Classifications

GO6F17/30864 Retrieval from the Internet, e.g. browsers by
querying, e.g. search engines or meta-search engines, crawling
techniques, push systems

US8495483B1

US Grant

B Download PDF @ Find Prior Art
3 Similar

Inventor: Jeffrey A. Dean, Martin Farach-
Colton, Sanjay Ghemawat, Benedict Gomes
Georges R. Hank

Current Assignee :
Original Assignee: Google LLC

Priority date : 2002-03-13

Family: US (1)
Date App/Pub Number Status
2003-03-12 US10386110 Active

2013-07-  US8495483B1 Grant
23

Info: Patent citations (18), Non-patent
citations (11), Cited by (1), Legal events
Similar documents, Priority and Related
Applications



SEO METRICS EXPLAINED REAL WORLD EXAMPLE SCORES*

Our Metrics Mostly Measure mmmm - m@?«
moz DA

Volume 0-1001]| [ES=ttaien % 92 76
61

pA 0-100 Authority of a page X s 5 i _.“ N ‘o

: - . . % ahrefs DR 0-100 Authority of a domain
First, our link metrics are, at best, just ‘

approximations. They are not necessarily satrefs  UR  0-100  swsivorapoe
indicative of anything that Google is

¥ N At hocit
- : esic  TF  0-100  “geme 89 64 0
actually doing or measuring. sl
. . maestic  CF 0-100  SSoee 75 48 22
Second, our link metrics are mostly some
(}
(1}

L Bl TOPICAL The topical relevance 37 63

measure of link volume. Maestic TE = 0100 cinceag Bocuaisosens, el

domain or page
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. TRUST 0-100 ‘oxmyans eomority

EL AN 1.18 1.3
MAJESTIC RATIO for domain o page
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Citation Trust Flow

Except for Majestic.
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Topical PageRank

It is not realistic to expect that Google
has been using pure PageRank. Rather, it
makes way more sense to expect they
have defaulted to some form of Topical
PageRank for several years.

h/t @CyrusShepard

Topic-Sensitive PageRank
_B \l//

port Football

Politics |>__,, i __.,m

D

Using Topic-Sensitive PageRank, topic relevancy
from seed pages can be distributed throughout
linked pages.
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Disclaimer.

But we just want the link, no matter what?
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How Content is Understood in
Information Retrieval

Content is tokenized and then
relationships between terms are
determined statistically.

raw text
(string)

sentence
segmentation

sentences
(list of strings)

tokenization

tokenized sentences
(list of lists of strings)

part of speech
tagging

pos-tagged sentences
(list of lists of tuples)

entity

detection

chunked sentences
(list of trees)

relation
detection

relations
(list of tuples)
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Yet The Question is Always How
Long Should Content Be?

>2500

2250-2500

2000-2249

1750-1999

1500-1749

1250-1499

1000-1249

750-999

500-749

250-499

<250

Word Count vs Average Organic Traffic




Information Retrieval System

100
= Document Processing System
o 102
E r N
N : - _ 112
= How Content is Understood > LexiconGonerator |/ 108
(a
S by Google _ l
— Mappings
E Encoded
— Document - Encoding/Decoding Tokens Tokenspace
= o Repository System Repository
S Google has a more sophisticated and :
- living system for doing the same thing. ‘
&) Y
% Query String
8 Query —
Processing
— System Query Processor(s) - II:::’::::;?X
104 Results
-~

114 > 116>
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Content.

But we just “make great content?”
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Content Scoring and Storing

Search engines can score documents
based on a variety of features. Google's
file system suggests that they have the
capability to store multiple versions of
any document over time.

f 9.7 fish —» fish 5.2

4.2 tropical - —p tropical 3.4 gi
Fred's Tropical Fish Shop is . .
the best place to find 22.1 tropical fish g————p tropical fish 9.9
tr(.)pica.l fish at low, lc?w /' 872 seaweed chichlids 1.2
pflCCS. ththc[ Youl'c
looking for a little fish or a 4.2 surfboards barbs 0.7
big fish, we've got what you tl‘OpiCle ﬁSh
need.  We even have fake Topical Features Topical Features

Query

seaweed fOI‘ YOLI[' ﬁshtank

(and little surfboards too). \

14 incoming links ———p incominglinks 1.2

3 update count update count 0.9

Document Quality Features Quality Features

303.01

Document Score

"contents:" "anchor:cnnsi.com” "anchor:my.look.ca"
| | Il

"com.cnn.www" —

Figure 1: A slice of an example table that stores Web pages. The row name is a reversed URL. The contents column family con-
tains the page contents, and the anchor column family contains the text of any anchors that reference the page. CNN’s home page
is referenced by both the Sports Illustrated and the MY-look home pages, so the row contains columns named anchor:cnnsi.com
and anchor:my.look.ca. Each anchor cell has one version; the contents column has three versions, at timestamps t3, t5. and f¢.
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Google's Scoring Functions

There's more than one scoring function.
Google scores content and links a variety
of different ways and then chooses the
best results.

There is not just one “algorithm.”

CLIENT DEVICE

RAM
206
08
%

PROCESSOR
208

214 SEARCH SYSTEM

INDEX DATABASE 222

230 SEARGH ENGINE

INDEXING
EN%INE
220

RANKING| SCORING
ENGINE FUNg};I,ONS

252

SCORING FUNCTION
EVALUATOR 260

504

Function A, Function B

——nsonn, uncion® )

506

Function A, Function C
—_

508

Function B, Function C

et s »

510

Function A, Function B -

>

512

Function A, Function B

D ——

Pair-Wise

Scores to

Rankings
Engine

T
A

Function A
Function B
Function C

A 4

514

~_

FIG. 5
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Document Scoring Simplified

Content Factor Content Factor Speed Factor

Link Factor

Link Factor

Document
Score
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Each Component to the Equation Has a Weight

Content Factor

Content Factor

Speed Factor

Link Factor

Link Factor

Document
Score
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The Weights May Look Like This

Content Factor Content Factor Speed Factor

Link Factor

Link Factor

Document
Score
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This 1s What SEOs Do

Content Factor

Content Factor

Speed Factor

Q@

Link Factor Link Factor
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So, Then, Google Turns Down the Weights on Links

Content Factor Content Factor

Speed Factor

+ .25° + .01 6 = 55 49

Link Factor Link Factor
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When Really, Content Optimization May Go Further

Content Factor Content Factor

Speed Factor

=@ @

Link Factor Link Factor

928.49



DS: Last month, we had the Quality Update. How is Google assessing
the quality? How do clicks factor in?

Gl: We use clicks in different ways. The main things that we use clicks for
Google Constantly Evaluates evaluation and experimentation. There are many, many people who are
and Experiments trying to induce noise in clicks. Rand Fishkin, for example is
experimenting with clicks. Using clicks directly in ranking would be a
mistake. In personalized results, if you search for apple, we would most
likely serve you a disambiguation box. We have to figure out if you mean
the company or the food. Then, we'd look at the click you made.
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There is Evidence of CTR
Expectations

Granted, the screenshot is from the Paid
side, but this suggests that Google has at
least considered an expected CTR. This is
also consistent with the idea of
evaluating a successful search based on
click activity.

The hypothesis being that if a result does
not consistently meet the expected CTR,
it should be demoted.

Google Ads Help Q, Describe your issue

Expected clickthrough rate: Definition

A keyword status that measures how likely it is that your ads will get clicked when shown for that keyword,
irrespective of your ad's position, extensions, and other ad formats that may affect the prominence and visibility
of your ads.

This status predicts whether your keyword is likely to lead to a click on your ads. Google Ads takes into account
how well your keyword has performed in the past, based on your ad's position. The expected clickthrough rate
(CTR) that Google Ads provides for a keyword in your account is an estimate based on the assumption that the
search term will match that keyword exactly. At auction time (when someone's search terms triggers one of
your ads), Google Ads calculates a more accurate expected CTR based on the search terms, type of device, and
other auction-time factors

There are three possible statuses you can get: above average, average, or below average.

* Having an "average" or "above average" status means that there are no major problems with this keyword's
expected clickthrough rate when compared to all other keywords across Google Ads.

* A "below average" status means that you might want to consider changing your ad text so that it's more
closely related to your top keywords.

+ Use this status to help identify keywords that might not be relevant enough to perform well.

* This expected clickthrough rate is a prediction, so it's different from the actual clickthrough rates shown in
the "CTR" column of your account. Unlike the "CTR" column, this status considers how the keyword performs
both within your account and across all other advertisers' accounts. This status has also been adjusted to
eliminate the influence of ad position and other factors that affect prominence and visibility, such as
extensions.

It's possible for a keyword to have a high Quality Score and low expected clickthrough rate (or vice versa)
because Google Ads looks at a number of different quality factors when determining Quality Score. Even if
your overall Quality Score is high, looking at the individual factors can help you identify potential areas for
improvement.

+ Paused keywords will retain whatever scores they had when they were last active. Therefore, it may not be
useful to look at these scores over time. We encourage advertisers to focus on active keywords when looking
at their Quality Score sub-metrics, since these scores will be constantly updated.
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Experiments.

But we don’'t A/B test our metadata?
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G Who was the US President when the Angels won the World Series?

LESY OF PRESIDENTS A COUNTRY A BASEBDALL TEAM WORLD SEmts
WINNERS 8Y YEAR

Queries Become Entities ‘(

S

PRESIOUNTS OF THE UNITED STATES

Google has explicitly indicated that they
break a query into a series of entities o 4 L i ' YEAR THE ANGELS WON THE WORLD SERIES

first.
2002‘




Identifying and ranking attributes of entities

Abstract
US9047278B1

Methaods, systems, and apparatus, including computer programs United States

encoded on a computer storage medium, for query analysis. Queries
are identified in query data, and an entity-descriptive portion and a
suffix are determined in each query. Query counts are determined for a B Download PDF  [8) Find Prior Art
number of times that the respective queries occur in the query data. > Similar

Based on the query counts, an entity-level count is estimated, which
represents a number of query submissions that include the particular
suffix and are considered to refer to a first entity. The entity is
determined to be a particular type of entity. A type-level count is
determined, which represents a number of query submissions that
include the first suffix and are estimated to refer to entities of the
particular type of entity. A score is assigned to the particular suffix
based on the entity-level count and the type-level count.

Inventor: Benjamin J. Mann, Randolph G.
Brown, John R. Provine, Vinicius J. Fortuna
Andrew W. Hogue

Attributes of Entities Inform
Context

Current Assignee :

Worldwide applications

Google builds context around the query
leveraging the information about the entity to
inform what documents to consider.

2012 US 2015 US
Images (7)

Application US13/673,015 events @
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=3 Lt H ver e o s
j Tj 17 . L L g et ; 2012-11-09 < Application filed by Google
el =, 1~ FF AT . ) - o il LLC
) hEEe EEEEEE
TR g 1| i : '*:'. y e 2012-11-09 - Priority to US13/673,015
20 O—an] g s il o i
it a7 i H . 2013-05- - Assigned to GOOGLE INC. ®
R 09
4

2015-06-02 * Application granted

Classifications

GO6F17/30

2015-06-02 = Publication of US9047278B1

2017-10- Assigned to GOOGLE LLC @
02



Ranking entity realizations for information retrieval

Abstract

US20150161127A1

United States

Methods, systems, and apparatus, including computer programs
encoded on a computer storage medium, for identifying and ranking
entities for reference as search results. In one aspect, a method
includes receiving data identifying resources that are relevant to a B Download PDF a Find Prior Art
query. The data for each resource can include a relevance score, a list > Similar

of references to entity realizations included in the resource, and for
each reference to an entity realization in the list, one or more resource Inventor: Samuel C. Oates, Matthew K. Gray
reference scores. For each resource and for each reference to an

Entities are EXt raCted From entity realization in the resource, a partial score for the reference can Current Assignee :
Co nte nt to I nfo rm Ran kl ngs be determined from the resource reference scores for the reference

and the relevance score for the resource. For each reference to an

entity realization, a reference score for the reference is determined

from each of the partial scores for the reference. Search results can be 2013 Y
ranked based on the reference scores.

Worldwide applications

When Google is processing content, they

. Application US13/765,975 events ®
extract ad score entities.

Images (7) 2012-02-13 * Priority to

US201261598133P

2013-02-13 * Application filed by Google
LLC
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2013-02- Priority to US13/765,975
13

3 F - AT N o 2013-04- - Assigned to GOOGLE INC. @
10

2015-06-11 * Publication of
US20150161127A1
Classifications
2019-04-02 * Application status is
Abandoned
GO06F17/3053
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Entity Salience.

But our industry doesn't develop entity
strategies?
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Intent.

Intent for a given keyword can change
over time.
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Intent.

Intent for a given keyword can change
over time.

Yet we set and forget our keyword research?



TECHNICAL CONTENT OPTIMIZATION

35

Technical Content Optimization
is a Multi-dimensional Word
Game, but...
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..we don't know
what we're doing




TECHNICAL CONTENT OPTIMIZATION

37

Mind the Text Analysis
Knowledge Gap

What is missing from the SEO skillset
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We're Entering Different Fields

We are no longer talking about SEO.
Rather, we are talking about natural
language processing, computational
linguistics, information retrieval and
graph theory. All things that conceptually
underpin the computer science behind
how search engines model topics in
content.
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Natural Language Processing
Use Cases

Information Retrieval

( Doc A Q)

Doc 1
Doc 2
Doc 3

Machine Translation

Sentiment Analysis

EIG]

Information Extraction

QuestionAnswering

()

Human: When was Apollo
sent to space?

Machine: First flight -
AS-201,
February 26,
1966




A “Corpus” is Built from
Crawling

Googlebot crawls the web and builds a
corpus of web documents. This is how
the process begins.
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Documents are Parsed

Documents are broken down into words
and then tagged with parts of speech.

NP NP NP NP NP NP

| N 7 N | > PN
PRO V DT N IN PRO NS PRO V DT N IN PRO NS
I shot an elephant in my pajamas. I shot an elephant in my pajamas.

Key: N = Noun | NS = Plural Noun | NP = Noun Phrase | PRO = Pronoun |V =Verb | VP =Verb Phrase |
DT = Determiner | IN = preposition | PP = Prepositional Phrase
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Topics are Modeled

A series of transformations and analyses
are done on the content to understand
what they are about.

online
evolving
communities
social
networks
network
scatterplot
matrx
node

~ link
diagrams
matrices
advantages
arc

hasse
diagram
eliciting
hierarchy
huge
elastic
hierarchies
reconfigurable
disc
spanning
cone

tree

trees
increase

rdt

ane
occluded
region
overlapping
displayed
child
nodes
parent

| ®
© 6000000 -
| '. &

Word Frequency

online
evolving
communities
social
networks
network
scatterplot
rmakrix
node
link
diagrams
matrices
advantages
arc
hasse
diagram
eliciting
hierarchy
huge
elastic
hierarchies
reconfigurable
disc
spanning
cone
tree
trees
increase
rdt
plane
cccluded
region
overlappin
displaye
child
nodes
parent
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Language is Understood

Once the content is understood, and
features are extracted, it can then be
scored and used for rankings. This is how
search engines develop their expectation
of what should be featured in content.
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Google Has Something
Called BERT

BERT is Google's technique for pre-
training NLP for classification, question
answering and named entity recognition.

https://ai.googleblog.com/2018/11/open
-sourcing-bert-state-of-art-pre.html

22 Google Al Blog

The latest news from Google Al

Open Sourcing BERT: State-of-the-Art Pre-training for

Natural Language Processing
Friday, November 2, 2018

Posted by Jacob Devlin and Ming-Wei Chang, Research Scientists, Google Al Language

One of the biggest challenges in natural language processing (NLP) is the shortage of training
data. Because NLP is a diversified field with many distinct tasks, most task-specific datasets
contain only a few thousand or a few hundred thousand human-labeled training examples.
However, modern deep learning-based NLP models see benefits from much larger amounts of
data, improving when trained on millions, or billions, of annotated training examples. To help close
this gap in data, researchers have developed a variety of techniques for training general purpose
language representation models using the enormous amount of unannotated text on the web
(known as pre-training). The pre-trained model can then be fine-tuned on small-data NLP tasks like
question answering and sentiment analysis, resulting in substantial accuracy improvements
compared to training on these datasets from scratch.

This week, we open sourced a new technique for NLP pre-training called Bidirectional Encoder
Representations from Transformers, or BERT. With this release, anyone in the world can train their
own state-of-the-art question answering system (or a variety of other models) in about 30
minutes on a single Cloud TPU, or in a few hours using a single GPU. The release includes source
code built on top of TensorFlow and a number of pre-trained language representation models. In
our associated paper, we demonstrate state-of-the-art results on 11 NLP tasks, including the very
competitive Stanford Question Answering Dataset (SQUAD v1.1).


https://ai.googleblog.com/2018/11/open-sourcing-bert-state-of-art-pre.html

""@
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Finally, a Machine That

Can Finish Your Sentence

Completing someone else’s thought is not an easy trick for A.L.
But new systems are starting to crack the code of natural
language.
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In other words, it's the thing that
does this.

where is sesame street

All Maps News Images Shopping More

About 85,700,000 results (0.99 seconds)

New York City

Sesame Street is a fictional street located in
Manhattan (a borough in New York City). The street
serves as the location for the American children’s
television series of the same name, which is centered
around 123 Sesame Street, a fictional brownstone
building.

Sesame Street (fictional location) - Wikipedia
https://en.wikipedia.org/wiki/Sesame_Street_(fictional_location)

L Q

Settings Tools

\;vww.huffpost.com

@ Aboutthisresult M Feedback
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Learn More about BERT
(and ELMo)

Jay Alammar has a great article with
illustrations that walks you through BERT
and some of the other pre-existing NLP
mechanisms

http://jalammar.github.io/illustrated-
bert/

s Jay Alammar Blog About
Visualizing machine learning one concept at a time

The lllustrated BERT, ELMo, and co. (How NLP Cracked Transfer
Learning)

Discussions

Translations

The year 2018 has been an inflection point for machine learning models handling text (or more accurately, Natural
Language Processing or NLP for short). Our conceptual understanding of how best to represent words and sentences
in a way that best captures underlying meanings and relationships is rapidly evolving. Moreover, the NLP community
has been putting forward incredibly powerful components that you can freely download and use in your own models
and pipelines (It's been referred to as , referencing how years ago similar developments
accelerated the development of machine learning in Computer Vision tasks).

ULM-FiT
THE

o, TRANSFORMER

e =%


http://jalammar.github.io/illustrated-bert/
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BERT Q&A Demo

Get a preview of what Google might
extract from a page for a given question
with this BERT demo.

https://www.pragnakalp.com/demos/BE
RT-NLP-QnA-Demo/

Question And Answer Demo Using
BERT NLP

Paragraph *
Google was founded in 1998 by Larry Page and Sergey Brin
while they were Ph.D. students at Stanford University in
California. Together they own about 14 percent of its shares
and control 56 percent of the stockholder voting power
through supervoting stock. They incorporated Google as a

privately held company on September 4, 1998. An initial
public offering (IPO) took place on August 19, 2004, and

Question1*
Who is current CEO?

Question 2

Where google started?

Question 3

Who founded google?

Question 4

A L T A B e Y o o N P |


https://www.pragnakalp.com/demos/BERT-NLP-QnA-Demo/

TECHNICAL CONTENT OPTIMIZATION

49

MOZ Products Blog About Q | () Learn SEO | MozPro Mozlocal FreeSEOTools Login

By: Cyrus Shepard October 21st, 2014

More than Keywords: 7 Concepts of
Advanced On-Page SEO
On-page SEO | Advanced SEO

The author's views are entirely his or her own (excluding the unlikely event of hypnosis) and may not always reflect the views of
Moz.

255
"What is this page about?"
160
As marketers, helping search engines answer that basic question is one of our most important tasks.

Search engines can't read pages like humans can, so we incorporate structure and clues as to what

3 O &

our content means. This helps provide the relevance element of search engine optimization that



Keyword Phrase: "Auto Repair"

"Tom's Auto Repair" » Title Element

http://tomscars.com/auto-repair/ » URL

Keyword Usage auto repair B

» Body Text
As you might imagine, leveraging Text
Statistics to inform rankings indicates =
that you might want to use the keywords
on the page. > » Image Alt

This is where having the opportunity to
rank begins. <img alt="auto repair"s
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Keyword Usage

Keywords used in text and strategically within certain elements
may provide clues as to the context of the page. Overusing this
technique is known as keyword stuffing and is considered spam.




<h2=Paris</h2=the city of fashion

Character Flter : "html_strip"

Paris,the city of fashion

l Tokenizer : Standard

Tokenization

: : Paris  -> Token 1, Position 1
Search Engines break paragraphs into the -=> Token 2, Position 2
sentences and sentences into “tokens” or city  -> Token 3, Position 3
individual words. of -> Token 4, Position 4

. .. fashion -= Token 5, Position 5
This better positions content for

statistical analysis
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l Token Filter : Lower case

paris -= Token 1, Position 1
the -= Token 2, Position 2
city -= Token 3, Position 3
of -= Token 4, Position 4

fashion -= Token 5, Position 5
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N-grams

N-grams are terms or phrases of N-
length.

Full sentence

It does not, however, control whether an exaction is within
Congress's power to tax.

Unigrams

L1 L2

: “however,”; “control™; “whether™; “an";
wuhm “Cnngrev. : “power”; “to™; “tax.”

“It"™: “does™; “not,
“exaction™; “is"™;

LLIES 3 u '

Bigrams

“It does™; “does not"; “not, huwever, : “however, control™;
“control whether™; “whether an™; “an exaction™; “exaction is"™;
“is within™; * power

o™ “to tax.”

within Congress’s”™; “Congress’s power’;

Trigrams

“It does not™; “does not. however™; “not, hnwe*.er control™;

*however, control whether™; “cnmml whether an™; “whether an

exaction™; “an exaction is"; “exaction is mThm : “is within

C‘nngrew's“ “within Cnngress's power™; “Congress’'s power
o"; “power to tax.”
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i Google Al Blog

The latest news from Google Al

All Our N-gram are Belong to You
Thursday, August 3, 2006

Posted by Alex Franz and Thorsten Brants, Google Machine Translation Team

Here at Google Research we have been using word n-gram models for a variety of R&D projects,
such as statistical machine translation, speech recognition, spelling correction, entity detection,
information extraction, and others. While such models have usually been estimated from training
corpora containing at most a few billion words, we have been harnessing the vast power of
Google's datacenters and distributed processing infrastructure to process larger and larger
training corpora. We found that there's no data like more data, and scaled up the size of our data
by one order of magnitude, and then another, and then one more - resulting in a training corpus of
one trillion words from public Web pages.

We believe that the entire research community can benefit from access to such massive amounts
of data. It will advance the state of the art, it will focus research in the promising direction of
large-scale, data-driven approaches, and it will allow all research groups, no matter how large or
small their computing resources, to play together. That's why we decided to share this enormous
dataset with everyone. We processed 1,024,908,267,229 words of running text and are publishing
the counts for all 1,176,470,663 five-word sequences that appear at least 40 times. There are
13,588,391 unigue words, after discarding words that appear less than 200 times.

Watch for an announcement at the Linguistics Data Consortium (LDC), who will be distributing it
soon, and then order your set of 6 DVDs. And let us hear from you - we're excited to hear what you
will do with the data, and we're always interested in feedback about this dataset, or other potential
datasets that might be useful for the research community.

Update (22 Sept. 2006): The LDC now has the data available in their catalog. The counts are as
follows:

File gizes: approx. 24 GB compressed (gzip'ed) text files

Number of tckens: 1,024,908,267,229
NHumber of sentences: 95,119, 665, 564
Number of uniaorams: 13.588.391

Q_ searchblog ...

@ Labels -

BB Archive -
Feed
Google on &

¥ Follow @googleai

Give us feedback in our Product
Forums.
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Google Books Ngram Viewer

Graph these comma-separated phrases: | jnformation retrieval

between 1800 and 2000 frnmthecorpus|Eninsh

0.000120%

0.000110%

0.000100% 4

0.000090% +

0.000080%

0.000070%

0.000060%

0.000050% +

0.000040% +

0.000030% +

0.000020%

0.000010% 4

‘ case-insensitive

v |with smoothing of . Search lots of books

G+ Share
o Tweet

Embed Chart

information retrieval

0.000000%
1800

Search in Google Books:

1800 - 1965 1966 - 1985

1820

1840

1989 - 1996

1860

1997 - 2000

1880

information refrieval

1900

(click on line/label for focus)

English

1920

1940

1960

1980

2000
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Synonyms and Close Variants

Statistical relevance is computed using
both synonyms and close variants of
words.

Strict Keywords Natural Variants

Dog photos

Dog photos

Dog photos

Dog photos Dog photos

photos of fido

Synonyms and Close Variants

Search engines possess vast corpuses of synonyms and close
variants for billions of phrases, which allows you to enrich your
content with natural text to provide greater meaning.




St . text <- "love lowving lovingly loved lover lovely love"
émming text_tokens{text, stemmer = "en") # english stemmer
Search Engines break words into their [[1]]

stems to better determine relationships 11 "love” “love” “"love” “love” “lover” "love" “love"

and relevance.
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Lemmatization

Similar to stemming, lemmatization is the
grouping of inflected forms of the same
word or idea.

For example, “better” and "good” have the
same lemma.

multiplications
multiplication

multiplicativaly\ \

multiplicativity ——— multiplicative — multiplicate
multiplicably — multiplicable
multiples — multiple
multiplied
multipliers — multiplier —, multiply
multiplies

multiplying

multipliably —— multipliable
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Semantic Distance & Term
Relationships

Search engines look for how physically
close words are together to better
determine their relationship in statistical
models.

TITLE

Terms in titles and headers
may be equally distant to all

other terms contained
within its section.

[ Terms located in the same
paragraph have a closer

o N

relationship than terms
| separated by blocks of text.

r
Items in lists can be

{ considered equally distant
to one another.

-

Semantic Distance and Term Relationships

Search engines can determine the connections between words and phrases by
their relationships within the content. The closer the semantic relationships, the
greater the chances the words and phrase are related to each other.
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Latent Direchlet Allocation

LDA is a recursive algorithm for mapping
keywords to topics.

A better way to think of it:

18+nw|t
BV + n.|¢

Pz =tw) o (at+ngq)

Chance of word is because of a topic

{Number of times the document already uses that topic a lot)
X

(Number of times that word has been in that topic)

& SEOITOZ
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Document table with topics - 0:6 - Topic Extractor (Parallel LDA) - O
File Hilite Navigation View
Table "default™ -Rows: 44834 Spec - Columns: 13 Properties Flow Variables
Row ID Document _ [D]topic 0 |[D]topic_t [[D]topic_2 |[[D]topic_3 [[D]topic 4 [[D]topic5 [[D]topic6 [[D]topic 7 |[D]topic 8 |[D]topics [[S]Assigre...
Row0 "SEQ Tools: The Complete List (2019 Updat... [SEQ[] 0.231 0 0 0 0 0 0.596 0.222 0 0 topic_6
Row1l "SEQ Tools: The Complete List (2019 Updat... [Tools:[] 0.259 0 0 0 0 0 0.491 0.25 0 0 topic_6
Row2 "SEQ Tools: The Complete List (2019 Updat... The[] 0.056 0 0 0 0 0 0.722 0.222 0 0 topic_6
Row3 "SEQ Tools: The Complete List (2019 Updat... (Complete[] 0.074 0 0 0 0 0 0.74 0.185 0 0 topic_6
Row4 "SEO Tools: The Complete List (2019 Updat... |List[] 0.139 0 0 0 0 0 0.694 0.167 0 0 topic_6
Row5 "SEO Tools: The Complete List (2019 Updat... |(2018[] 0.241 0 0 0 0 0 0.62 0.139 0 0 topic_6
Row6 "SEO Tools: The Complete List (2019 Updat... [Update)[] 0.157 0 0 0 0 0 0.666 0.176 0 0 topic_6
Row7 "SEQ Tools: The Complete List (2019 Updat... |SECockpit[] 0.287 0 0 0 0 0 0.472 0.241 0 0 topic_6
Row8 "SEO Tools: The Complete List (2019 Updat... |is[] 0.204 0 0 0 0 0 0.639 0.157 0 0 topic_6
Row9 "SEO Tools: The Complete List (2013 Updat... jprobably] ~ [0.213 0 0 0 0 0 0.676 0.111 0 0 topic_6
Row10 "SEO Tools: The Complete List (2019 Updat... imost[] 0.111 0 0 0 0 0 0.74 0.148 0 0 topic_6
Rowl11l "SEO Tools: The Complete List (2019 Updat... |advanced[]  |0.194 0.009 0 0 0 0 0.518 0.278 0 0 topic_6
Row12 "SEO Tools: The Complete List (2019 Updat... keyword[] 0.167 0 0 0 0 0 0.676 0.157 0 0 topic_6
Row13 "SEQ Tools: The Complete List (2012 Updat... jresearch[] 0.093 0 0 0 0 0 0.629 0.278 0 0 topic_6
Row14 "SEQ Tools: The Complete List (2019 Updat... |tool[] 0,222 0 0 0 0 0 0.713 0.065 0 0 topic_6
Row15 "SEO Tools: The Complete List (2019 Updat... jon[] 0.083 0 0 0 0 0 0.685 0.231 0 0 topic_6
Row16 "SEO Tools: The Complete List (2019 Updat... |the[] 0.148 0 0 0 0 0 0.602 0.25 0 0 topic_6
Row17 "SEO Tools: The Complete List (2019 Updat... imarket.[] 0.342 0 0 0 0 0 0.565 0.093 0 0 topic_6
Row18 "SEOQ Tools: The Complete List (2019 Updat... |Yes,[] 0.241 0 0 0 0 0 0.583 0.176 0 0 topic_6
Row19 "SEQ Tools: The Complete List (2019 Updat... |you[] 0.093 0 0 0 0 0 0.777 0.13 0 0 topic_6
Row20 "SEQ Tools: The Complete List (2019 Updat... lenter[] 0.102 0 0 0 0 0 0.62 0.278 0 0 topic_6
Row21 "SEQ Tools: The Complete List (2019 Updat... |a[]l 0.102 0 0 0 0 0 0.648 0.25 0 0 topic_6
Row22 "SEO Tools: The Complete List (2019 Updat... [seed[] 0.241 0 0 0 0 0 0.611 0.148 0 0 topic_6
Row23 "SEQ Tools: The Complete List (2019 Updat... [and[] 0.194 0 0 0 0 0 0.657 0.143 0 0 topic_6
Row24 "SEO Tools: The Complete List (2019 Updat... [get[] 0.241 0 0 0 0 0 0.537 0.222 0 0 topic_6
Row25 "SEO Tools: The Complete List (2019 Updat... [suggestions[] (0.148 0 0 0 0 0 0.685 0.167 0 0 topic_6
Row26 "SEO Tools: The Complete List (2019 Updat... |like[] 0.167 0 0 0 0 0 0.731 0.102 0 0 topic_6
Row27 "SEOQ Tools: The Complete List (2019 Updat... |any[] 0.046 0 0 0 0 0 0.611 0.343 0 0 topic_6
Row28 "SEQ Tools: The Complete List (2019 Updat... other[] 0.093 0 0 0 0 0 0.509 0.352 0.046 0 topic_6
Row29 "SEOQ Tools: The Complete List (2019 Updat... |tool.[] 0.194 0 0 0 0 0 0.602 0.204 0 0 topic_6
Row30 "SEQ Tools: The Complete List (2019 Updat... [But[] 0.213 0 0 0 0 0 0.62 0.12 0.046 0 topic_6
Row31 "SEO Tools: The Complete List (2019 Updat... |can[] 0.241 0 0 0 0 0 0.648 0.111 0 0 topic_6
Row32 "SEO Tools: The Complete List (2019 Updat... |do[] 0.148 0 0 0 0 0 0.676 0.176 0 0 topic_6
Row33 "SEQ Tools: The Complete List (2019 Updat... [so[] 0.213 0 0 0 0 0 0.657 0.13 0 0 topic_6
Row34 "SEQ Tools: The Complete List (2019 Updat... ]mud'l[] 0.333 0 0 0 0 0 0.555 0.111 0 0 topic_6
Row35 "SEO Tools: The Complete List (2019 Updat... jmore[] 0.143 0 0 0 0 0 0.759 0.093 0 0 topic_6
Row36 "SEOQ Tools: The Complete List (2019 Updat... |than[] 0.213 0 0 0 0 0 0.611 0.176 0 0 topic_6
Row37 "SEO Tools: The Complete List (2019 Updat... |list[] 0.065 0 0 0 0 0 0.759 0.176 0 0 topic_6
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Zipf's Law

Zipf's law is a theory that words will be
similarly distributed across documents in
the same corpus (or document set).
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Term Frequency Inverse
Document Frequency

Term frequency, inverse document
frequency (TF-IDF) identifies the
importance of keywords with respect to
other keywords in documents in a corpus.

Frequency of term in a Frequency of term
large set of documents on a single page

Common stop words. = 5 =
Low TE-IDF }_; The, and, because
Less frequent terms

earn higher TF-IDF

with increased usage

Terms with the

highest TF-IDF may

indicate importance

Auto repair

auto repair

TF-IDF

Term frequency—-inverse document frequency (TF-IDF) measures the
importance of a keyword phrase by comparing it to the frequency of
the term in a large set of documents. Many advanced textual analysis
techniques use a version of TF-IDF as a base.



""@

TECHNICAL CONTENT OPTIMIZATION

64

< RYTE

Algorithmical Inspirations for Better Writing

or why Text Optimization with TF*IDF is the key to success.

Try it for free

Search Engine Optimization has been around for many years. So far,
however, our focus has been primarily on rankings and backlinks.
We have monitored and exchanged links, bought links and built links
by ourselves. But for years now, the search engines have been
trying to convince us of a slightly different approach: "You need
good and relevant content that is especially valuable for your users”.
And so we started to write content.
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Phrase-based Indexing &
Co-occurence

Google Specifically looks for keywords
that co-occur with a target keyword in a
document set.

Usage of those keywords is an indication
of relevance for subsequent documents.

Keyword Phrase: "US Presidents"

New York

Broadway

US Presidents

Taxi cabs

Eimo performers

<
This page contains
fewer co-occurring
phrases, and may
rank lower for "US
Presidents".

B
This page contains
co-occurring
phrases related to
the keyword, and
may rank higher.

US Presidents

Phrase-Based Indexing and Co-occurrence

Using the concept of co-occurrence, search engines know that certain phrases tend
to predict other phrases. Presence of these co-occurring phrases can strengthen
topic focus. Links from pages with co-occurring phrases can also help.




z
)
|_
<
N
=
-
o
o
|_
z
Ll
|_
z
@)
O
—
<
)
pa
T
)
Ll
-

But You Heard TF-IDF is Old And
You Shouldn’'t Focus On it...

| actually agree with this, you should not
focus on TF-IDF in isolation.

| suspect that Google is using a series of
text analysis functions to calculate
relevance, but the age of the technique
does not make it any less valuable.

@)DEEPCRAWL

“ Don’t focus on tf-idf to optimize
pages as search algorithms are
much more complex now.”

#HangoutNotes

Google Webmaster
Hangout Notes

April 18" 2019
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4e+007
3.5e+007
3e+007
Heap's Law

2.5e+007

2e+007

Words in Vocabulary

Heaps law indicates that vocabulary
within a corpus grows at a predictable
rate.
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5e+006

0 | | | 1
0 5e+009 1e+010 1.5e+010 2e+010 2.5e+010

Words in Collection
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Entity Salience

Search engines leverage the features of
the entity to understand the context in
which the entity is referenced. Implicit
features of the entity may be used to
understand the document.

"Marvel Comics" vs. "Cinerama"

"Marvel Comics" only appears once on the
page, but it shares close bonds to other
entities, signifying importance.

Iron Man L y)

e

Marvel Comics

Science Fiction

Marvel Comics

Science Pepper
Tony Stark Fiction Potts

Pepper Potts

Iron Man -
A
r B
= " appears multiple times, but
shares a weaker relation to the other entities

on the page, making it less important.

Entity Salience

Entity salience goes beyond traditional keyword techniques, like TF-1DF, for
finding relevant terms in a document by leveraging known relationships between
entities. An entity is anything in the document that is distinct and well defined.



Hidden Markov Models

organ-
ization

Hidden Markov Models allow search

engines to extract implicit entities.
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Entities are Also Used In
Verification

Google double checks what you're talking
about by using entities.

H/t @ TomAnthonySEO

1502.03519v1 [cs.DB] 12 Feb 2015

.

arxiv

Knowledge-Based Trust: Estimating
the Trustworthiness of Web Sources

Xin Luna Dong, Evgeniy Gabrilovich, Kevin Murphy, Van Dang
Wilko Horn, Camillo Lugaresi, Shaohua Sun, Wei Zhang
oogle Inc.

{lunadong|gabrkpmurphy|vandangwilko|camillol sunsh\weizh}@google.com

ABSTRACT

The quality of web sources has been traditionally evaluated using
exogenous signals such as the hyperlink structure of the graph. We
propose a new approach that relies on endogenous signals, namely,
the correctness of factual information provided by the source. A
source that has few false facts is considered to be trustworthy.

The facts are automatically extracted from each source by infor-
mation extraction methods commonly used to construct knowledge
bases. We propose a way to distinguish errors made in the extrac-
tion process from factual errors in the web source per se, by using
joint inference in a novel multi-layer probabilistic model.

‘We call the trustworthiness score we computed Knowledge-Based
Trust (KBT). On synthetic data, we show that our method can re-
liably compute the true trustworthiness levels of the sources. We
then apply it to a database of 2.8B facts extracted from the web,
and thereby estimate the trustworthiness of 119M webpages. Man-
ual evaluation of a subset of the results confirms the effectiveness
of the method.

1. INTRODUCTION

“Learning to trust is one of life’s most difficult tasks.”
— Isaac Watts.

Quality assessment for web sources' is of tremendous impor-
tance in web search. It has been traditionally evaluated using ex-
ogenous signals such as hyperlinks and browsing history. However,
such signals mostly capture how popular a webpage is. For exam-
ple, the gossip websites listed in [16] mostly have high PageRank
scores [4], but would not generally be considered reliable. Con-
versely, some less popular websites nevertheless have very accurate
information.

In this paper, we address the fundamental question of estimating
how trustworthy a given web source is. Informally, we define the
trustworthiness or accuracy of a web source as the probability that

it contains the correct value for a fact (such as Barack Obama’s na-
tionality), assuming that it mentions any value for that fact. (Thus
we do not penalize sources that have few facts, so long as they are
correct.)

We propose using Knowledge-Based Trust (KBT) to estimate source
trustworthiness as follows. We extract a plurality of facts from
many pages using information extraction techniques. We then jointly
estimate the correctness of these facts and the accuracy of the sources
using inference in a probabilistic model. Inference is an iterative
process, since we believe a source is accurate if its facts are correct,
and we believe the facts are correct if they are extracted from an ac-
curate source. We leverage the redundancy of information on the
web to break the symmetry. Furthermore, we show how to initial-
ize our estimate of the accuracy of sources based on authoritative
information, in order to ensure that this iterative process converges
to a good solution.

The fact extraction process we use is based on the Knowledge
Vault (KV) project [10]. KV uses 16 different information ex-
traction systems to extract (subject, predicate, object) knowledge
triples from webpages. An example of such a triple is (Barack
Obama, nationality, USA). A subject represents a real-world entity,
identified by an ID such as mids in Freebase [2]: a predicate is pre-
defined in Freebase, describing a particular attribute of an entity;
an object can be an entity, a string, a numerical value, or a date.

The facts extracted by automatic methods such as KV may be
wrong. One method for estimating if they are correct or not was
described in [11]. However, this earlier work did not distinguish be-
tween factual errors on the page and errors made by the extraction
system. As shown in [11], extraction errors are far more prevalent
than source errors. Ignoring this distinction can cause us to incor-
rectly distrust a website.

Another problem with the approach used in [11] is that it es-
timates the reliability of each webpage independently. This can
cause problems when data are sparse. For example, for more than
one billion webpages, KV is only able to extract a single triple
(other extraction systems have similar limitations). This makes it

b

Aiffanlt ta ralinhli actimata tha tractiiarthinace af cnoh caneaan
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Page Segmentation

Modern Search engines determine both
prominence of content and review the
visual hierarchy to determine how
valuable the content is to the page.

Desktop

Mobile

Header

Sidebar RETE:GIAENS Sidebar

Callout |

Footer

Header

Main Body Text

=

Keywords and phrases in
important, primary content
sections may carry more weight

than text in less important areas.

Page Segmentation

Content located in the main body text likely holds more importance than text
placed in sidebars or alternative positions. Repeating text placed in boilerplate
locations, or chrome, runs the risk of being discounted even more.
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How it all works.

Search engines are recursive.
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What we're missing.

We need to understand Google's statistical
expectation of content and add it to our
content'’s requirements.
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What Should We
Be Doing?

Let's Get Actionable




Step 2 - Build Relevant Links:
Build Links with Content Parity

Step 3 - Test & Optimize:

Measure performance and experiment
with metadata

Step 1 - Research & Create:

Create content that fulfills

expectations

=

TECHNICAL CONTENT OPTIMIZATION

We need to create or optimize content
that balances user needs and search

Building links needs to be a more You need to continually review the

engine expectations.

This requires researching the query
space based on what is currently
ranking in Google's corpus.

detailed process. You need to only
qgueue up link prospects that are
topically relevant.

These are the links that will propel you

further than links from random
unrelated content.

performance of your content against
that of the average performance in
your space.

If you are performing below average,
this an opportunity to perform
experiments on your metadata.



The "Perfectly” Optimized Page | On-page Topic Targeting for SEO

. " When creating content, we organize keyword phrases and ideas with related
(far the exarnple kE"y'WDI'd Dh rase "chocolate donuts ] concepts in order to provide search engines with better topical signals, with
the goal to achive higher rankings.

L4

Page Title: Chocolate Donuts | Mary's Bakery
intion: Marv's Bakenvs chocola . & pe i mo e ahimary Keyward ivases: Related Keyword Phrases
Meta Description: Mary's Bakery's chocaolate donuts are possibly the most OB ttersimite o il y We need to do more Of 00|umn B

delicious, perfectly formed, flawlessly chocaolately donuts ever made. LT o Location
HEADLINE Keywords placed in important
< areas like titles, headlines,
‘l and primary content
sections
H1 Headline: :

z &S — e concepts in the column B, but in practice
= Image Filename: Body Text: —— frequently than average we .d.O not have enOUgh SEO tools to
ﬁ chocolate-donuts. jpg chocolate donuts e e Distance facilitate the latter.
E s Related phrases arranged
— — — lose togeth ted
= donuits - — by HTML slements
o CSUBHEAD )
@) Photo of Donuts
= (with Alt Attribute): © Links
L Chocolate Donuts PR—— Use topically relevant
= chocolate donuts — outlinks and citations to
=Z - - P— high-quality resources
(@)
(@]
— © Supplemental Content
g donuts Related Resources Resources which may
= +— contain information or links
% to other pages of your site.
o chocolate 1%
Ll
[

© Keywords and @ Entities and Schema

chocolate donuts Related Phrases
@) O
chocolate O

O < By Chistopher
\ " ’h’» Nolan
/ 5,
~ / O
Related Related O Michael /
Phrases Phrases Caine &g O
chocolate donuts_____ — >
X X @00 @) @)
Secondary Secondary v B .
Related Phrases Related Phrases Subject =» Predicate =» Object

76

Page URL: http://marysbakery.com/chocolate-donuts < hitpi/ g/on-page-topi Moz



It Starts with Keyword Research

security guard keyword research Comments I
File Edit View Insert Format Data Tools Help All changes saved in Drive
Thlscann_otbetheextentofyourkeyword S AT s %1 A 10 B ZSA.®%.@B.. =15 BMY -
research in 2019. _ .
[security guard jobs]
A I B © D E
Keyword Competition | Global Monthly Searches Local Monthly Searches Approximate CPC (Search) - $
[security guard] 0.44 18100 18100 3.56
|[security guard jobs] | 0.84 9900 9900 1.09
[security guard training] 0.71 8100 8100 2.35
[security guard license] 0.76 2400 2400 2.22
[security guard companies] 0.88 1900 1900 5.97
[security guard services] 0.76 1900 1900 2.45
[security guard job description] 0.15 1900 1900 1.31
[security guard resume] 0.1 1600 1600 2.29
[security guard board] 0.21 1600 1600 0.62
[marine security guard] 0.24 1000 1000 273
[nys security guard license] 0.26 1000 1000 2.78
[security guard card] 0.95 1000 1000 2.03
[national security guard] 0.1 880 880 2.86
[how to become a security guard] 0.83 880 880 2.65
[security guard company] 0.68 880 880 3.98
[security guard salary] 0.33 720 720 2.69

[guard security] 0.39 720 720 2.76
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This usually includes some combination of Word Count, Avg Monthly Search
Volume, Historical Traffic, Share of Voice, Google Ranking, Cost Per Click, Quality
Score, Target Persona, Need State, Keyword Segment, Conversions, Landing Page,
Target Landing Page, Page Entities, Rank Zone, Ranking Difficulty.

The keyword portfolio includes a number of data points on each keyword that allows it to
inform strategic planning, content strategy, content marketing, SEO and Paid Search.

W @iPULLRANK

o wor7 P

8 : 53,486 vi
Persona Driven Keyword Research e

Let's Take it back to 2013

At minimum you should be pulling,
keywords, search volume, ranking
difficulty, co-occurring keywords, target
personas, need states, entities.

Check out my Persona-driven Keyword
research deck for how to pull most of
this.

https://www.slideshare.net/ipullrank/per
sona-driven-keyword-research/
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The goal.

The ultimate goal is to determine a series of
co-occurring terms and entities to
Incorporate into your content for each target
keyword.



z
)
|_
<
N
=
-
o
o
|_
Z
Ll
|_
pa
@)
O
—
<
)
pa
T
)
Ll
-

Meet Knime Analytics

https://www.knime.com/knime-
software/knime-analytics-platform

KNIME Analytics Platform

KNIME Analytics Platform is the open source software for
creating data science applications and services. Intuitive,
open, and continuously integrating new developments,
KNIME makes understanding data and designing data
science workflows and reusable components accessible to
everyone.

Download

PMML Writer

Decision
Tree Learner Scorer

. =

Build end to end data science workflows

Create visual workflows with an intuitive, drag and drop
style graphical interface, without the need for coding.

Rlend tanls fram different domains with KNIMF native


https://www.knime.com/knime-software/knime-analytics-platform
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Knime Allows for Drag & Drop
Text Analysis

More than just text analysis, Knime has a
series of features for.

§Get RSS feed, create documents

Process Documents

ENGLISH Documants $10p Woros & Prapars Tarme for Constant
Tavle Creator R$3 Foad Raader Praprocessing POS Tagger Viusization Vaive Colymn
=
- S S S S
Cally "«
° B °
USA news rss foed . TR0 e ’
GERMAN Documente Stop Woeos & Prepars Teema for Constant
= R3$ Faao Reaowr Pragrocessing POS Tagger Vi zation Valo Conumn
e (=)
> < g '!} "E} ’E} i
- s =
E e s feesd {F s argusge loted
CHINESE Documants POS Taggse Prapare Teema for Constant
Tavw K55 Fono Raaosr Pregrocaseng (Chinesss) Visuaszation Vatus Coumn
- 2 & 8
o = €
BOC Chire rs foexd raen te
FARSI Documents. POS Tagger Propare Teems for Constant
R33 Feod Reader Preproceseng {Poraian) Vissatzation Value Cotumn
- car N S S S
Wiy [S)
a ® &
BOC Porsian v foecl o e
IARABIC Documents Prepars Taems for Coastant
Tavie Creator R$ 3 Foad Raader Praprocessing POS Tagger {Aradic) Viszaization Vatue Colsmn
=
- e . St S
a e »
BOC Acatac rss foed Quage Lt
ITALIAN Documents POS Tagger Prapars Teems for Constast
Tadk Creator R3S Faad Reaoer Preproceasing (tanan) Visuaszation Vaius Column
a » a
b s et (8 Marsieo) g e
THAI Documents Prapars Teema for Constant
Tadss Creator R$$ Faaa Resosr Preprocssning POS Tagger (Thay) Vissaizaton Vaiue Column
Py =
L . ‘g L4 -
k) v a
JEC Thestend rus fosd argage el
RUSSIAN S Dooumenta O Tagger Prapars Terma for Constant
Tatée Creator 33 Faed Rsacer Prageocessing (Russian) Visuanation Vaius Column
== =
- e =z 2 ° =
- » -
BOC Russia rus fouxd g

%ollect and Visualize

Concatenats
(Optionat in)

Eon

Collect ail terma

Concatenats
(Optionai in)

»
Euf >

Tag Clowd
(Javascript)

w50
words oty



Open for Innovation Blog F n Event aree ntact Download Q

KNII IE SOFTWARE / SOLUTIONS / LEARNING / PARTNERS / COMMUNITY / ABOUT

You are here: Home Community KNIME Labs Text Processing

jorum KNIME Text Processing

/ Workflow Hub
The KNIME Textprocessing feature enables to read, process, mine and visualize textual data in a convenient way. It

provides functionality from
« natural language processing (NLP)
¢ text mining
« information retrieval.

TextProcessing Extension

Gt or— ra—— [e— / “
- & & e . <t
&2 2 o (2]
s
S
] | -  arte . o O s

https://www.knime.com/knime-text- i ———— = 1 . =
processing i = = = = = e me s B
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See the mentat n for more information about the philosophy and structure of the Text Processing
feature.
- Contact:
/ Community Contributions
Kilian Thiel KNIME

/ Trusted Contributions

/ Cheminformatics

/ Bioinformatics and NGS



https://www.knime.com/knime-text-processing

/ Forum Palladian Nodes for KNIME (trusted extension)

/ Workflow Hub

Palladian is a Java-based toolkit which provides functionality to perform typical
Internet Information Retrieval tasks. It provides a collection of algorithms for text
processing focused on classification, extraction of various types of information, and

/ KNIME Labs

/ Community Contributions

/ Trusted Contributions retrieval of data from the Web.
/ Cheminformatics The nodes are intended to integrate with existing KNIME Nodes, such as the E
/ Bioinformatics and NGS Texty and the KNIME XML-Processing nodes.

Pal Iad Ian HTTP EXtens‘on / KNIME Image Processing The growing collection of Palladian KNIME nodes provide the possibility to use

Palladian's capabilities directly within KNIME, to complement and extend existing
workflows, or to allow for quick prototyping without having to write any code. The
current version features the following nodes:

https://www.knime.com/community/pall ERR -

. N ; « PalladianNer
adian R Ot ol )

« HtmlParser

« FeedDiscovery

» FeedParser

« ContentExtractor
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» DateExtractor

« APCalculator
/ Community Developers « UrlExtractor, UrINormalizer, UrlResolver, UrlDomainExtractor
« ThresholdAnalyzer

e HashCaleulator

/ Free Partner Extensions



https://www.knime.com/community/palladian

ORGANIC SEARCH RESULTS ADS COPIES

EI 21-40 ‘ 41-60 ’ 61-80 I 81-100 ‘ Create Your Website for Free | Free SEO
Tools

[ www.wix.com/
1 @ https://moz.com/free-seo-tools

2rything You Need to
\ Enair .

moZz.com

2 [@ https://backlinko.com/seo-tools

backlinko.com

Download a “Corpus” for a
Moz SEO Tool - Official | Rankings, Links &
Keyword 3 @ https://backlinko.com/best-free-seo-tools Keywords

[ www.moz.com/
backlinko.com ) .

4 @ https://buffer.com/library/free-seo-tools

Ideally, we'd review all of the results for a buffer.com
el keywo.rd to. achieve parlty with 5 @ http//tools.seobook.com/ The Best SEO Tools with Wix® | Build a Site
Google, but in this case we'll download seobook.com For Success

[ www.wix.com/

the top 100 results for “seo tools" from
SEM RUSh 6 [# https://smallseotools.com/

smallseotools.com

7 @ https://ahrefs.com/blog/free-seo-tools/
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ahrefs.com The Best SEO Tools with Wix® | Build a Site
For Success | wix.com

8 @ https://blog.hubspot.com/marketing/seo-analysis-tools [ www.wix.com/

hubspot.com

9 @ https://neilpatel.com/blog/seven-free-seo-tools/




CSV Reader HttpRetriever HtmiParser ContentExtractor POS Tagger Abner Tagger Punctuation Erasure

= » ;@: > Y > o> > B> > 3> > B2
T e ® e =3 - ©
Node 1 Node 2 Node 3 Node 4 Node 5 Node 6 Node 7
Z Snowball Stemmer
9 N Chars Filter Number Filter Case Converter Stop Word Filter Tag Filter
= n > 52>
N > 5 » -1 > 5> Dﬁ» - > B
= e -3 =3 ® Node 12 o
E Here's a Starter WOI'kﬂOW Node 8 Node 9 Node 10 Node 11 Node 13
O Bag Of Words Topic Extractor
- Creator Tags To String (Parallel LDA)  Tag Cloud
L E
E -1 > Is» > 52 E '
& This workflow allows you to get started = ° ° °
= with LDA and computes Term Frequency. g e i |
&)
% TF IDE Term Co-Occurrence
&) > By > B S S -
E - - > B p s e .
Node 18 Node 21 o ;'
Node 20 @

Node 22
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‘--g.-id) SBITIruUsH Features Prices Help Mews ‘webl Academy Blog Comp.

All Tools v r
Organic Research » | moz.com

A Dashboard

E us EEUK (™ DE |LIFR =sG Other Countries

GoosLE Goosle | Goosle | GoasLe coosLE
EECIuE=hBaad e 130 more... v 10 Jul 2018 -
Domain Analytics ~

Overview B Moz.com L[] Desktop Go to nev sion | PDF H TUTORIAL

Organic ch Pesitions For google.com databas

Organic Research

Position Changes 223K Traffic Keywords 4 Motes = i eM 1Y 2¥  AllTime SERP Features -’

Linking to domain:

Competitors KEYWORDS 600.0K
—_— Site links 0.08% |
Pzges
395 K . Featured snippet 0.23% |
Subdomains 400.0K —_— . —es. — .,
TRAFFIC — '-———-—__./_ \‘_..—-—-""—a Not linking to domain:
URL
Knowledge panel 458% M
) 200.0K
Backlinks $2.3 M Instant answer 0.08% |
Advertising Research TRAFFIC COST Local pack 0.69% |
G * G * * G G * *
Advertising Research IR Aug? Nov'17 7 Jan'18 Mar'l 8 Apr'ls May'18 Jun'13 Julls Top stories 0.12% |
PLA Research Other
PLA Research [EIEGL
Tl Azt ORGANIC SEARCH POSITIONS 1-100(222,921)(4)
Traffic Analytics | i ¢ | ‘ | Filter by keyword ‘D | Advanced filters
Ranks (] Keyword Pos. & KD = CPC (USD) = URL Traffic % < Costs % + Com. & Results & Trend SERP  Last Update 5
Domain vs. Domain 1 linkedin 25 7,480,000 9553 0.57 @ moz.com/beginner...nkedin 0.56 0.05 0.02 2,390.000,000 - 1 day ago
Charts
[l google images 80 (92) 1.830,000 81.79 076 @ moz.com/blog/seo. friday =0.01 0.00 0.00 1,700,065,000 - 10 hr ago
Keyword Analytics v
L | _gooale shesfs 52 (54) 1,500,000  89.54 093 @ moz.com/blog/how.. sights 0.03 0.00 0.01 113,000,000 ‘ 10 hr ago
407 @ moz.combloglabs. lytics 0.07 0.05 0.02 725000000 [ 22 hr ago
1 . Put your domaln into SEMRUSh_ 056 @A moz.com/leamnise.. rators <0.01 0.00 0.01 1,380.065,000 ol 20 hrago
1.00 @ moz comffollowerwonk/ 031 0.05 0.02 $15,032,000 =] braoo
Have a Suggestion? X
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CUSCOMIZADIE AMI FTOMMacs

AM Sensor [

O

Keyword

O

seo consultant

(]

5€0 agency.

(]

seo optimization

O

520 expert

) local seo

O seo website

L seo website

) seo website

) s20 website

[ what does seo stand for

] majestic seo

(]

se0 analyzer

(]

best seo company.
] best seo company
[ wordpress seo

'] wordpress seo

[ squarespace seo

[ seo specialist

[J  seo ranking

Pos. &

10 (10}

1 1)

13 (13)

12 (12)

14 (14)

10 (10}

86 (93)

45

13 13

10 (1)

12 (13)

14 (14)

13 13

M1

28 (24

1M

Volume ¥

4,400

4,400

3,600

3,600

3,600

2,900

2,900

2,000

2,900

2,900

2,000

2,900

2,900

2,900

2,900

2,900

2,400

2,400

2,400

2400

KD =

G2.49

49.41

75.95

55.07

65.30

75.56

75.56

75.56

75.56

4821

61.37

4911

55.51

55.51

7131

7131

47.04

7325

G6.45

2. See what you don't rank well for in

organic research.

CPC (USD)

19.02

25.80

14.44

2033

1226

10.96

10.96

10.96

10.96

6.28

11.04

974

28.59

2859

735

735

748

17.10

775

775

3053

16.31

6.57

B & & & B BB &8 B & & 8 8B & B B B 88 83 & & & & &

URL

moz.com/community/recommended

moz.com/community/recommended

moz.com/beginners-guide-to-seo

moz.com/seo-expert-quiz

moz.com/blog/cat...al-seo

moz.com/learn/se. . actors

moz.com/beginners-guide-to-seo

moz.com/learn/sec/off site-seo

moz.com/learn/seo/on-site

moz.com/beginner...essary

moz. com/communit...ic-seo

moz.com/free-seo-tools

moz.com/blogfhow.. friday

moz.com/community/recommended

moz.com/blog/usi...dpress

moz.com/blog/opt...-posts

moz.com/communit...opfion

moz.com/learn/se. .. bility

moz.com/blog/ran...cklist

moz.com/community/recommended

moz.com/blog/cat . al-seo

moz.com/blog/bla.. stions

Traffic % +

0.05

010

011

0.02

0.42

=0.01

=0.01

=0.01

0.02

=0.01

=0.01

=0.01

0.02

=0.01

=0.01

=0.01

0.02

=0.01

0.28

0.07

0.01

=0.01

=0.01

Costs % +

0.18

0.44

0.29

0.0%

0.90

0.01

0.01

0.00

0.04

0.00

0.00

0.01

0.10

0.04

0.00

0.00

0.03

0.00

0.38

010

0.09

0.00

0.00

Com.

0.38

0.47

0.52

0.35

0.41

0.51

0.51

0.51

0.51

0.03

0.09

0.56

0.43

0.43

0.30

0.30

0.39

0.42

0.36

0.38

014

021

0.03

Results +

63,900,000

125,000,000

89,700,000

87,300,000

129,000,000

381.000,000

381,000,000

381,000,000

381,000,000

4,290,000

5,950,000

9,770,000

191,000,000

191,000,000

216,000,000

216,000,000

2,070,000

54,700,000

30,200,000

30,200,000

18,000,000

47.900,000

25,400,000

SERP

M @ @ @ @ @ @ @

i |

m @ @ @ @ @ @ @ @ @

EFRRREFRFFHERPFREREERERELE:

[l

Last Update &

21 hr ago

22 hr ago

19 hr ago

21 hr ago

19 hr ago

13 hr ago

13 hr ago

13 hr age

13 hr ago

1 day ago

10 hr ago

20 hr age

1 day ago

1 day ago

1 day ago

1 day ago

Jun 2018

Jun 2018

May 2018

May 2018

Jun 2018

May 2018

1 Have a Suggestion? X
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Keyword Pes. 5 Volume KD =
or @ 580 consultant 60 4400 6249
S80 AgEncy I 4,400  49.41
seo oplimization 2 3500 7595
seo expert 10103 3600 5507
local seo 10 3600 6530
seo website 13013 2900 7556
seo website 12 (12) 2900 7556
o websit 14019 2900 7556
] what does seo stand for 86 (o)
s80 analyzer 13 (13 2900 8911
best sao company 10 (10) 2900 5551
best a0 company 12013 2900 5551
wordpress seo 1419 2900 T3
wordpress seo 1303 2900 Ti3
SOUATBSPACS S60 Hom 2400 4704
se0 spacialist 2824 2400 7325
se0 ranking 10 2,400 66.45
" 2 2ann g

3. Pick a keyword.

CPC (USD) =
19.02

2590

1444

2033

12.26

974

2859

2859

148

17.10

1.75

75

3053

16.31

6.57

@
@
@
T
It
£

@

@

@

)

&

2,900

URL

moz. com/community/recommendad
moz com/community/recommendead
moz combeqginners-guide-16-560
Moz comlses-exper-quiz

moz combloglcat  al-sea

m m/earn/: tor

moz combeginners-guide-to-seq

m migam/seo/ofi-site-

4821

moz com/fras-sec-tooks
moz. com/blog/how  friday

moz. com/community/recommended

moz.combloglusi. dpress
moz combloglopt.. -pasts
moz com/communit . option
moz comfugel-T-_ialist

m migarm: ility.
moz com/blogiran.  cklist

moz com/community/recommendad

m mblog/cat _ al-seo

Traffic % =

0.05

0.0

0.11

.02

0.42

=0.01

<0.01

=0.01

=001

0.02

=001

=0.01

=0.01

<00

028

0.07

00

< 0.01

=0.01

Costs % =

6.25

0.18

0.44

0.29

0.09

0.90

0.1

0.

Com. 5

0.39

047

0.52

0.35

041

051

051

Resulls +
3,900,000

125.000,000

£9.700,000

87,300,000

129,000,000

381,000,000

381,000,000

381,000,000

Trend SERP Last Updale -

i ] 21 hr ago

22 hrago

19 hr ago

21 hr ago

19 hr ago

13 hr ago

HE B B E B &

13 hr ago

EEEERREER

]

13 hr ago

moz.com/beginner...essary

0.m

0.10

0.04

0.00

0.00

0.00

0.38

0.10

0.09

0.00

0.00

0.56

0.43

0.43

0.30

0.30

0.39

042

0.36

0.36

o

0.03

9,770,000

191,000,000

191,000,000

216,000,000

216,000,000

2,070,000

54.700,000

30,200,000

30,200,000

18,000,000

87,900,000

25,400,000

- E 20 hr ago
[ ® 1 day ago
e ® 1day ago
s = 1 day ago
- @ 1 day ago
s = Jun 2018
[ = Jun 2018
[ & May 2018
[ E May 2018
. ] Jun 2018
i E May 2018

1d Have a Suggestion? X
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what does seo stand for 4 Q
oogle

Al Shopping News Maps Images More Settings Tools

About 52,200,000 results {0.58 seconds)

Dictionary

Enter a word, e.g. "pie" Q,

SEO

noun COMPUTING

short for search engine optimization
"digital is now the company's main marketing channel with the majority of investment going on SEQ™

Translations, word origin, and more definitions
Feedback

What Does SEO Mean? Discover What You Really Need to Know!
htips://alpinewebmedia. com/what-does-seo-stand-for/

May 18, 2016 - SEO stands for “search engine optimization™. Oddly enough, everyone seems to have
heard about and uses the term “SEOQ” but many do net _..

6 Uncomplicated Social SEO Tips for Small Businesses | Constant ...
https:/iblogs.constantcontact.com/social-seo-tips/ «

SEO stands for Search Engine Optimization. And the phrase improve your SEO strategy
encompasses the actions taken to ensure your website can be found in a search engine's results page
(SERP) when searching for words or phrases relevant to the content on your website.

What Does SEO Stand For? | SEO for Beginners | StatCounter Insights
https:/istatcounter.com/insights/seofwhat-does-seo-stand-for v

As you may know, SEO stands for Search Engine Optimization. But what does that mean? And what
does search engine optimization entail? In short, SEO is ...

4. Look at the SERP.
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WPINE
. WEB MEDIA

Web Design ~ Reviews Portfolio Web Services ~ Blog Contact

May 18, 2016 By William Alexander 2 Comments

What does SEO stand for?

What does SEO mean, and what do | REALLY need to
know about it?

wmn.s SE0?7

Really Google?

me when | say:

brstand what SEO is and how to implement it properly.
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Products Blog About Q (DLearnSEO

87K

An important aspect of SEO is making your website easy for
both users and search engine robots to understand. Although
search engines have become increasingly sophisticated, they
still can't see and understand a web page the same way a
human can. SEO helps the engines figure out what each page is
about, and how it may be useful for users.

A Common Argument Against SEO
We frequently hear statements like this:

"No smart engineer would ever build a search engine that requires websites to follow certain
rules or principles in order to be ranked or indexed. Anyone with half a brain would want a
system that can crawl through any architecture, parse any amount of complex or imperfect
code, and still find a way to return the most relevant results, not the ones that have been
‘ontimized” hy unlicensed search marketing eyperts.”

This is the page that ranks #86?!

hily dog. A human might describe it as "a black,
ch in the park.” On the other hand, the best
derstand the photo at anywhere near that level
Ingine understand a photograph? Fortunately,

= e A R e AR AR R RS e

MozPro Mozlocal FreeSEO Tools

CHAPTERS L 4

(CLICK TO ACCESS)

Login
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Go gle site:moz.com what does seo stand for 4§ Q

All Shopping News Maps Images More Settings Tools

About 3,700 results (0.45 seconds)

Dictionary

Enter a word, e.g. "pie" Q,

SEO

noun  COMPUTING

short for search engine optimization.
“digital is now the company’s main marketing channel with the majority of investment going on SEO™

Translations, word origin, and more definitions
Feedback

Why SEO is Important - The Beginners Guide to SEO - Moz
https://moz.com/beginners-guide-to-seo/why-search-engine-marketing-is-necessary
Animportant aspect of SEO is making your website easy for both users and ... "No smart engineer
would ever build a search engine that requires websites to ...

Missing: stand

Moz - URLs - SEO Best Practices

https:/imoz.com » SEO Learning Center «

Moz - URLs - SEO Best Practices ... The web standard is hitp:// or htips:/ (the "s" stands for "secure”),
but it may also include .. Why do URLs matter for SEO?

Is SEO a Service? - YouMoz - Moz

https:/imoz.com/ugc/is-seo-a-service v

Sep 30, 2008 - How Do You Set Smart SEQ Goals for Your Team/Agency/Project? ...... however on
your poinis about making sure you stand by something that

5. See what else could rank for our site.
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Products v Pricing v Customers Resources v Company

Content Success

Content Success

Plan and write better content

Forget endless keyword research and hours of writing drafts upon drafts. Content Success cuts that work in
half by assisting you at each stage of the content creation process. It monitors your content's performance,
presents new topic ideas and helps you write new content for your target audience. Guarantee content your

users will love with Content Success.

See what's resonating with users...and what’s not

berformance

Enter Ryte's Content Success.

EN v
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@4 search Success Content Report for your keyword: what does seo stand for

== United States (English) | In comparsion to: https: /fimoz.com/beginners-guide-to-seofwhy-search-engine-marketing-is-necessary (07/10/2018 01:40 pm - & Refresh)

Single Word Report 2-Word Combination Report + Compare with other URL

Top Two-Word Combinations

Term Documents

ALAAge

6. Put in the keyword and compare TF-IDF
to ranking pages.

TFTota!

Analysis Set Top 9 Pages (Google)

TF*IDFAvg (Used) TF*IDFavg (a0
2.44 108
245 183
234 208
1786 0.39
164 128

ipullrank.com «

Proof Keyword Filter: )

TF*IDFMax

3.66

352

3.30

237

2.30

Q Show all

Compared URL

TF TF*IDF
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different ways 2 (22%)
easy for 2(22%)
& months 2(22%)
for something 2 (22%)
reply cancel 2(22%)
looking for 4 (449g)
exactly what 2 (22%)
facebook twitter 3 (33%)
cancel reply 2(22%)
look for 2 (22%)
recent posts 2(22%)
privacy policy 2(22%)

Analysed Pages

Document

pinewebmedia.comfwhat-
statcounter com/finsights/seo/what-doe

stantcontact.com/social-seo

agefx.comfinternet-marketi
ww.marwickmarketing.com/what-dos

w.orangepegs.com/blc

s-seo-stand-for

hat-does-seo-stand-forhtml

es-seo-stand-for!

o-stand

You can see the corpus they pulled for review.

0.32

031

0.30

031

0.25

0.30

0.26

0.26

0.26

hy-do-you-need-it

0.07

0.07

0.07

0.07

0.07

0.07

0.09

0.06

0.08

0.06

0.03

0.35

0.34

0.33

0.32

0.32

031

0.29

0.27

0.27

0.27

0.38

Unique terms

ipullrank.com « @
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We're currently working on a much better content data corpus, which will go live within the next 4 weeks. In the meantime, there might be some subpar results. If you
Content Optimizer encounter a bad result, please let us know!

@ Search Success The more people use our new tool the faster the Content Quality Al will improve. We're investing heavily in machine learning to provide you with even better results.
We're sure you will love the new Content Success experience!

Switch to Content Success 3.0

Content Optimizer for keyword "what does seo stand for" 1230 words, 488 unique words, 7431 characters

Beginner’s Guide To SEO

Community Q&A

Workshops & Training

Recommended SEQO Companies

Get the Moz Top 18

The 18 most valuable pieces of content we can find for SEOs. Every 2 weeks.

® Helper-Mode © Detailed-Mod
all Analyse [EESEESRRISEN elper-Mo etailed-Mode

o Terms or topics you should add:

0 Terms you could use more often:

[“sco | heyword | rankng | optimzaton | engie | 2015 | marketing | kepwords | rank | robots | rankings | athc | bing | relevat
[octors ] morove | googie | sorol | busiesses | user | Trking | irk | medis | business | bioher I

0 Terms you use too much:

[engnes | tactes | resus |

We try to evaluate the best keywords for you, in order to improve your content. However, there might occassionally be false positives like "imprint” - so please
keep in mind this doesn't replace goed writing 3}

7. Put the copy in. See what important keywords
are missing and make edits.
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Content
Optimization
. implemented
30
-
S 20
o
10
0 Jul"17 Oct'17 Jan'18 Apr'18 Jul'18 Oct'18 Jan '19 Apr'19
150 Content
§ Optimization
o6 STax implemented
o
[~4 [ ]
50 .I-". °
T’ _ °
'J"”‘r--

Results with no Link Building
(Competitive Medicare Terms Min MSV 8100)

Apr'l8 Jul"18 Oct'18 Jan'19 Apr'19
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150 Content
Optimization

implemented
100

R ‘L.l- mmqf'f’ :Wmum

Rank

www ......-.JL-J.V‘"L,

Jul"17 Oct'17 Jan"18

Results with No Link Building
(Competitive Medicare Terms Min MSV 8100)

Apr'18

Jul'18

Oct'18

Jan'19

Apr ‘19



@ LOGIN | &, US +1(866)4119494 | & EN DE FR ES
@gsearchmetrics Products  Services  Customer Success  Resources  Company  Blog
Discovery Agile Content Development

How do you make great revenue-driving online content?

lterate, iterate, iterate. With Searchmetrics, agile content
_ . development backs the creative process for the first time with
Measurement Briefing deep learning and the latest in data science.
- Create lively content that is also optimized to meet user intent
/ and stand atop the search page rankings. Drive predictable
. revenue gains using the new future of web content

development.
Optimization

Foy

TECHNICAL CONTENT OPTIMIZATION
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n D ISCOve ry avocado fruit or vegetable

—_— avocado plant

| Q Search

CONTACT US
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Topic Explorer X

Semantic Associations Rankings Seasonality Competitiveness Search Intent

Topics Clustered by Semantic Proximity @ © AddTopic < [

I‘.1
uJ

O R
Q Q - VO,
1 o

; white walkers theories
harry potter theories

game of the

is jon snow a targaryen . .
jon/snow theories

TECHNICAL CONTENT OPTIMIZATION

The topic explorer helps you identify

semantically clustered keyword opps. ,
arya stark theories
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Start a New Brief

Project Country & Language

https://www.complex.com/ EE USA (EN)

Core Topic

game of thrones theories

Is this brief to create a new page or update an existing page?

® For New Page (URL not published) Update Existing Page (URL is published)

Brief Name

game of thrones theories

TECHNICAL CONTENT OPTIMIZATION

Save & Close Edit Content Complete Brief

You can generate a new page around
the core topics.
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EE EN - game of thrones theories 2007 words
CONTENT EXPERIENCE
Keywords 9 Game of Thrones theories that still might come true
All Topics (1) -
Changes Saved: a few seconds ago Visual HTML

= Must-Have Keywords
@)
l: @ m— — — — —
N Season 8 0/5 Harmoni... v 281.> B [ U & = = 66 — E = =
3 Q Jon Snow == 4/5
= Night King 0/9 F 2 ¢ Fomasy E A - A -0 L Q E E
o
o) @ Targaryen == /5 - 4 Export HTML
E 9 Winterfell = 2/5
Ll
E @ fantheories == 3/3
8 Thrones Se 0/3
2' (/] Valyrian 1/2 ] '
O @ ionThrone == 2/2 Well they were right about Jon Snow, weren't
= ?
6 season 7 0/3 they £
L
l_

Recommended Keywords
W BY TOM EAMES AND CHRIS LONGRIDGE  13/04/2019

Cleganebowl 0/1
1/1 . s
It abstracts a lot of the topic modeling and gives 0 As we sit on our hands waiting for Game of Thrones to cor
you detailed direction as you write. 0/1 lives, raining fire and blood from above, it's worth speculati

103
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E Google Docs

SEMrush SEO Writing Assistant
'S & & & Hcy | offered by https:/www.semrush.com | 40,726 users

Why Is Content So Critical to Your Business' Success =

File Edt View isert Formst Toow Adsons Mep  Lastediwes | hourego

e @ TN M - A -un-DluLfoon----

e g 1 ? ) - ' ‘. [ ‘. ' DI e

Why Is Content So Critical to Your Business' Success?

An easy way to score your text's
SEO-friendliness and enhance it right
in your Google document

ial buyers are seeking, and in the p educate and pull
them closer to your brand.
« Landing pages, social media content, videos, and countless other
forms of content support your various campaigns, from online

rising to lead ition 10 public and beyond,

The s Goes L

Take sales, for example. The majority of today’s buyers review a company's
content before engaging with it. And nearly half of them consume at least 3 to
5 pieces of content prior to speaking with a sales team. According to

F on read 11.4 content pieces before making a
purchase.

OVERVIEW

Check your texts for SEO friendliness on the go

SEO Writing Assistant is an extension that provides instant recommendations for
content optimization based on the best-performing articles in Google top 10.
Content professionals, bloggers and marketing experts can check if their texts or
the texts of external writers meet various content-quality requirements in just a

il

Add-ons

Check out the store for many more

= @3

VAR 5604 rush SEO Writing Assietant x

Reccmmendatons  Plagansm GID

Overall score ()
Mediocre 4.8m0
E——T

53.2 rury emen Targe! 82.1

Your sexts aMicuty comeescnds 19 10th 1
120 grade el aducaton. This is just
ADCUt what your audence espect.

v Words s,
1,757 Targat 747
Roacing time: 8 mn

v Target keywords s,
Core of your text and all recommandatons.
Use these smywords sl wast once
OO e vouin

CD O o

~ Recommended keywords ’;
Ernoh your test Wit these keywords o got

SEO

4 Writing
. Assistant

:
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A/B Test Metadata

A/B test your page titles and meta
descriptions by creating different buckets
of pages, making changes, and reviewing
their CTR performance.

SEO A/B TESTING IS PAGE ORIENTED

Pages 1, 2, 3: All users see the
Control Layout same as each other

Pages 4, 5, 6:
Test Layout



Total clicks Total impressions Average CTR Average position

15.9M /700M 2.3% 5.6
® ® ®

@

=z
o
=
N
= .
= Analysis: Compare your CTR °
E 3/23/18 5/8/18 6/23/18 8/8/18 9/23/18 11/8/18 12/24/18 2/8/19
=z
L
=
S AWR publishes CTR stats by vertical -
o International us [+] o ] [ AN Exact Average Feb2019 7

- https://advancedwebranking.com/ctrstu
O
=z
T 25
(@)
LIJ 20
I_

E 15

Average Position

=


https://advancedwebranking.com/ctrstudy
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Hypothesis: Identify Specifically
Where You Underperform

Develop your hypotheses based
keywords that underperform based on the
expected CTR.

Query -T Clicks = Impressions = CTR = Position = Expected CTR ~ Difference T

41793
3275
5309
3064

39293
4280
8745
4359
4560
3327
4566
3531
5382
3825
9124
3088
8232

23113

27552
9183
8886
3844

10808
6997
4841
4927
3635

2052877
47827
215846
109718
2383742
298092
315591
48040
567108
253411
299271
318808
324103
70760
710214
130651
347780
1778926
1086293
605786
436335
232721
443893
900369
266764
305649
226266

2.04
6.85
2.46
2.79
1.65
1.44
2.77
9.07
0.80
1.31
1.53
1.11
1.66
5.41
1.28
2.36
2.37
1.30
2.54
1.52
2.04
1.65
243
0.78
0.85
1.61
1.61

1.7
1.2
1.7
1.7
19
1.8
19
1.1
2.1
2.2
2.2
2.1
2.2
1.5
2.1
2.0
2.0
2.1
2.0
2.3
2.2
2.1
2.2
2.3
2.5
2.4
2.4

14.37
1893
14.37
14.37
12.89
12.41
12.89
15.03
10.61
11.03
11.03
10.61
11.03
14.75
10.61
11.68
11.68
10.61
11.68
10.51
11.03
10.61
11.03

9.33

9.33
10.08
10.08

-12.33
-12.08
-11.91
-11.58
-11.24
-10.97
-10.12
-9.96
-9.81
-9.72
-9.50
-9.50
-9.37
-5.34
-9.33
-9.33
-9.32
-9.31
-9.15
-8.99
-8.99
-8.96
-8.60
-8.55
-8.48
-8.47
-8.47
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Use Wordnet to Scale Keyword
Variant Discovery

%/ PRINCE UNIVERSITY

WordNet

What is WordNet
People

News

Use Wordnet Online®
Download

Citing WordNet

License and Commercial
Use

Related Projects
Documentation
Publications

Frequently Asked
Questions

What is WordNet?

Any opinions, findings, and conclusions or recommendations expressed in this material are those of
the creators of WordNet and do not necessarily reflect the views of any funding agency or Princeton
University.

When writing a paper or producing a software application, tool, or interface based on WordNet,

it is necessary to properly Citation figures are critical to WordNet funding.

About WordNet

WordNet® is a large lexical database of English. Nouns, verbs, adjectives and adverbs are
grouped into sets of cognitive synonyms (synsets), each expressing a distinct concept. Synsets
are interlinked by means of conceptual-semantic and lexical relations. The resulting network of
meaningfully related words and concepts can be navigated with the browser#. WordNet is also
freely and publicly available for download. WordNet's structure makes it a useful tool for

computational linguistics and natural language processing.

WordNet superficially resembles a thesaurus, in that it groups words together based on their
meanings. However, there are some important distinctions. First, WordNet interlinks not just

Note

Due to funding and staffing
issues, we are no longer able
to accept comment and

suggestions.

We get numerous questions
regarding topics that are
addressed on

our FAQ page. If you have a
problem or question
regarding something you
downloaded from the

"Re ts" page, you
must contact the developer
directly.

Please note that any changes
made to the database are


https://wordnet.princeton.edu/

- Search type: Web /' Date: Last 3 months # Page: +https://ipullrank.com/goo.. @ 4+ NEW Last updated: 3/31/19

Query ¥ Clicks Impressions

browse as googlebot 1 10

Automate Inclusion of Emerging U
Keywords from GSC in Rankings [,

what is googlebot 0 421

google bot 0

Monitor your queries on a page-level googe crawer
week over week to identify new emerging
keyword opportunities and automatically
add them to your rank tracking. et criersigertim

seomoz chrome 0 154

browser crawler 0 324
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how to use googlebot 0 154
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Plans an d Pricing Blog Support

11 New APIs for GrepWords
Customers!

We have spent the last 2 weeks now rolling out a feature every
single day. If you need a quick recap, we rolled out... Local
Intent Keywords Commercial Intent Keywords Video Intent
Keywords Suggestions for Amazon Suggestions for Ebay...
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Review Competitors' Usage
of Entities

When Google is processing content, they
extract and score entities. Compare your
page's entity salience and ordering
against your competitors to identify what
you need to feature.

Do the same as you do your keyword
research.

208

- Show headers -

-1
—"entities": [
—1
"name": "BMW",
"type": "ORGANIZATION",
"calience™: 0.064300306

I

=

208

- 3how headers -

—-1
—"entities": [
-1
"name": "BMW",
"type": "ORGANIZATION",
"zglience™: B.%19966817
}s

=
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208

- Show headers -

-1
—"entities": [
-
"name": "BMW",
"type": "ORGANIZATION",
"salience™: B0.064386306

I

=

208

- show headers -

—1
—"entities": [
-1
"name”: "BMW",
“"type": "ORGANIZATION",
"zglience™: B.%19966817

¥

=

Use Entities for Intelligent
Internal Link Building

You can use the same data on your own
site to determine how to automate
internal link building.
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@ Google Cloud Why Google  Solutions ~ Products  Pricing  Getting started

Al & Machine Learning Products

Cloud Natural Language

Derive insights from unstructured text using Google machine learning.

GO TO CONSOLE

View documentation for this product.

Powerful text analysis

Google Cloud Natural Language reveals the structure and meaning of text both through powerful pretrained
machine learning models in an easy to use REST API and through custom models that are easy to build with

AutoML Natural Language®™. Learn more about Cloud AutoML.

You can use Cloud Natural Language to extract information about people, places, events, and much more
mentioned in text documents, news articles, or blog posts. You can use it to understand sentiment about your
product on social media or parse intent from customer conversations happening in a call center or a messaging

app. You can analyze text uploaded in your request or integrate with your document storage on Google Cloud

Q Docs Support  Console ’

Contact sales
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Watson  About  Offerings Products v  Use Cases v  Stories  With Watson

Watson Knowledge

Studio

Teach Watson the language of your domain

Get started free

Are you an existing Marketplace customer looking to move to IBM
Cloud? Leai

. c o

Think 2019  Let's think together —»

Learn Vv Get Started Free

Default Model Knowledge Studio Custom Model

-~

Analysis result:

Annotations

This on-site investigation focused on the performance of the Certified Advanced 208-Compliant air bag system in a 2005 Ford Escape XLT 4x4 sport

Quantity Location

utility vehicle. This two-vehicle crash occurred in July 2014 at 1539 hours in the state of Colorado. The crash occurred on a curved portion of a three-

lane interstate roadway. The Ford Escape lost control on an interstate highway and struck a concrete barrier on the right side of the roadway. The impact
resulted in sufficient longitudinal deceleration of the Escape to command the deployment of the frontal air bag system and actuation of the driver's seat

timeOf locatedAt

Eve... DEICE Person Veh...

belt pretensioner. The vehicle rotated out from the initial wall impact and was subsequently struck by a 2013 BYD Qin BYD Qin pulling a single trailer.
hasAttribute educatedAt

Quant... Per... Orga...

The restrained 48-year-old 48-year-old male driver of the Escape appears to have sustained a minor facial injury.
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Knowledge Graph

Query the web for rich
connected entities

Learn More

Al:X

Extract structured data
from any URL with Al
Extractors

Learn More

—— W S
- ~

Crawlbot

Scale up your extraction
to 10,000s of domains with
Crawlbot

Learn More
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< MonkeylLearn SOLUTIONS CUSTOMERS  PRODUCT PRICING  RESOURCES

Build High Accuracy Text
Analysis

From topic classification and sentiment analysis to
entity extraction. Train and integrate custom
machine learning models in a matter of days, not
months.

SIGN UP FREE = Request a Demo

o Customized text analysis

P Obtain high accuracy results by training your custom
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Uncomfortable with APIs?

If APls sound daunting to you, here's a
Knime Analytics workflow that will make
it easier for you to pull data from an API
and format it into a table.

https://www.knime.com/blog/a-restful-
way-to-find-and-retrieve-data

Define data to
fetch

Table Creator

Display results

Table View
(JawvaScript)

E+ [

URLs for the
compounds to fetch

Call web Format results
service
GET Request JSON to Table
T o il
® ®

Call the web service

{~


https://www.knime.com/blog/a-restful-way-to-find-and-retrieve-data
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=z Process
8 . . Model
R Natural Language Generation is e - P e o
— - - 1 [} anning ence Flanning eall 1on
= the Next Big Thing i , 9 o
N ! Linguistic Annotated Text L[ DsyT Messa H -
I mma ST Message ge o
e ! [ ‘Exracion J_‘ Gempraon H Struchring | 117 Generation Refinement | 11| Reakzer
prd : \ ¥ F i I ,;
N | suspect that in the near future, a lot of I b e oo e T s -_---l.----~
Z this will be available to automate. ) Natural
(&) . Wordhet mﬂ Language
= There are already solutions that are more Tex
O than just sophisticated content spinners.
£
&)
L
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Ehrasete(:h Technology Content Customer Stories Blog About | Requesta Demo

Unleashing the Power of Words

Phrasetech Provides an Enterprise Solution for Automated
Text Creation, Control and Optimization

Schedule a Demo [ View Examples ]
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Wrapping Up

Bringing it Home!

TECHNICAL CONTENT OPTIMIZATION
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How to do effective Technical
Content Optimization

>

Determine Search Engine
Expectations

Optimize your Content

Test All the Things

-D ‘lll O EEEEN w

Win the SERPs




I'm Mike King.

(@IPULLRANK)
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FEATURED BY

NEW YORK CITY THE NEXT WEB

O ‘SMX‘




We are IPullRank. @ PULLRANK
v

(@IPULLRANKAGENCY) A
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This 1s Our CEO.

(And, I'm #ZORASDAD)
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125



z
)
|_
<
N
=
-
o
o
|_
z
Ll
|_
z
@)
O
—
<
)
pa
T
)
Ll
-

Technical
SEO

At iPullRank, we're incorporating
Natural Language Processing
into our workflows to better
understand the expectations of
Google.

Natural
Audience Language
Targeting Processing



Thank You | Q&A

Mike King ci’iPULLIZK'ANK
Managing Director .

Twitter: @iPullRank
Email: mike@ipullrank.com

TECHNICAL CONTENT OPTIMIZATION

127



